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1. Aim of the Programme

The Master’s programme in Computer Science with specialization in Data Analytics aims to
combine a scientific mind set with specialist technical knowledge, enabling graduates to
analyse, design, validate and implement state-of-the-art ICT systems in their operational
context. It is a broad-based program that covers concepts from engineering, science and
business with the aim of producing high-quality software professionals.

2. Eligibility For Admission

The eligibility for admission to M.Sc. Computer Science with Data Analytics programme in
affiliated institutions under Mahatma Gandhi University is a regular B.Sc. Degree with
Mathematics /Computer Science /Electronics as one of the subjects (Main or Subsidiary) or
BCA/B.Tech degree with not less than 50% marks.

Note: Candidates having degree in Computer Science/ Computer Application/ IT/Electronics
shall be given a weightage of 20% in their qualifying degree examination marks considered for
ranking for admission to M.Sc. Computer Science with Data Analytics.

3. Programme Structure and Duration

The duration of the programme shall be 4 semesters. The duration of each semester shall be 90
working days. Odd semesters from June to October and even semesters from December to
April.

4. Examination

There shall be University examination for theory and practical at the end of each semester.
Project evaluation and Comprehensive Viva -Voce shall be conducted at the end of the
programme only. Comprehensive viva-voce in the fourth semester will cover entire courses in
the programme. Project evaluation and Viva-Voce shall be conducted by two external examiners
and one internal examiner. Mini project evaluation of second and third semester is done along
with university practical examination. The same is conducted by external examiner appointed
from university. End-semester examination of all courses except project will be of three hours
duration.



5. Faculty under which degree is awarded

Faculty of Science



6. Curriculum Design Abstract

Semester I

CA030101 - Statistics for Data Analytics
CA030102 - Introduction to Data Analytics and Machine Learning
CA030103 - Advanced Operating Systems
CA030104 - Data Structure using C
CA030105 - Python Programming for Analytics
CA030106 - Python & Data Structure Lab

Semester II

CA030201 - Mathematics for Data Analytics
CA030202 - Advanced Database Management system
CA030203 - Data Mining and Analytics
CA030204 - Programming with Java
CA030205 - Java & SQL Lab
CA030206 - Mini Project I

Semester III

CA030301 - Statistical Modeling using R
CA030302 - Exploratory Data Analytics for NLP
CA030303 - Computational Research Methodology
Elective - Elective 1
CA030304 - Statistical Programming Lab using R
CA030305 - Mini Project II

Semester IV

CA030401 - Data Visualisation
Elective - Elective 2
Elective - Elective 3
CA030402 - Project
CA030403 - Comprehensive viva-voce

Elective Group I
CA850301 - Semantic Web and Web Scraping - (Semester III)
CA850401 - Text Analytics - (Semester IV)
CA850402 - Big Data Analytics and Artificial Intelligence - (Semester IV)

Elective Group II
CA860301 - Social Media Mining - (Semester III)
CA860401 - Business Intelligence - (Semester IV)
CA860402 - Business Data Analytics - (Semester IV)



Elective Group III
CA870301 - Sentiment Analytics - (Semester III)
CA870401 - Internet of Things and Data Management - (Semester IV)
CA870402 - Deep Learning - (Semester IV)

*The Colleges shall select any one of the elective group and has to be intimated to the
controller of examinations within two weeks of the commencement of third semester, the
selection of courses from different elective groups is not permitted

7. Scheme

Semester
Course
Code

Course Name
Type of
Course

Teaching
Hrs/Week

Credit
Total
Credit

Theory
Practica

l
I

CA030101
Statistics for Data
Analytics Core 4 4

20

CA030102

Introduction to Data
Analytics and
Machine Learning Core 4 4

CA030103
Advanced Operating
Systems Core 3 3

CA030104
Data Structure using
C Core 3 3

CA030105
Python Programming
for Analytics Core 3 3

CA030106
Python & Data
Structure Lab

Core Lab
I 8 3

II

CA030201
Mathematics for Data
Analytics Core 4 4

20

CA030202
Advanced Database
Management system Core 4 4

CA030203
Data Mining and
Analytics Core 3 3

CA030204
Programming with
Java Core 4 4



CA030205 Java & SQL Lab
Core Lab
II 8 3

CA030206 Mini Project I

Core
Mini
Project I 2 2

III

CA030301
Statistical Modeling
using R Core 4 4

21

CA030302
Exploratory Data
Analytics for NLP Core 4 4

CA030303

Computational
Research
Methodology Core 4 4

Elective 1 Elective 3 3

CA030304

Statistical
Programming lab
using R

Core Lab
II

5

3

CA030305 Mini Project II

Core
Mini
Project II 5 3

IV CA030401 Data Visualisation Core 5 4 19

Elective 2 Elective 5 4

Elective 3 Elective 5 4

CA030402 Project Core 10 5

CA030403
Comprehensive
viva-voce Core 2



SEMESTER I

Semest
er

Course
Code

Course Name
Type of
Course

Teaching
Hrs/Week

Credit
Total
Credit

Theory
Practic

al

I
CA030101

Statistics for Data
Analytics Core 4 4

20

CA030102

Introduction to Data
Analytics and
Machine Learning Core 4 4

CA030103
Advanced Operating
Systems Core 3 3

CA030104
Data Structure using
C Core 3 3

CA030105
Python Programming
for Analytics Core 3 3

CA030106
Python & Data
Structure Lab

Core
Lab I 8 3

CA030101 Statistics for Data Analytics

Instructional hours /week : 4
Total instructional hours : 72
Credits : 4
Module 1: Theory of Probability

Basic terminology – Mathematical probability – Statistical probability – Axiomatic approach to
probability – Some theorems on probability – Conditional probability – Multiplication theorem
of probability – Bayes’ theorem – Geometric probability

Module 2: Descriptive Measures

Frequency Distribution – Graphics representation of a frequency distribution – Averages –
Arithmetic Mean, median, mode – Geometric Mean – Harmonic Mean – Dispersion – Measures
of Dispersion – Coefficient of dispersion – Moments – Skewness – Kurtosis

Module 3: Probability distribution and hypothesis Testing



Distribution Function – Discrete random variables – Continuous random variable – Two
dimensional random variables – Discrete uniform distribution – Bernoulli distribution –
Binomial distribution – Geometric distribution – Normal distribution – Uniform distribution –
Exponential distribution – Types of sampling – Parameter and statistic – Tests of significance –
Procedure for testing of hypothesis

Module 4: Correlation and Regression analysis

Introduction - correlation and causation - types of correlation - Karl Pearson’s coefficient of
correlation-direct method of finding out correlation coefficient - calculation of correlation
coefficient when change of scale and origin is made. Regression: introduction - regression
equation of y on x -regression equation of x on y.

Module 5: Time series and data analysis life cycle

Some representative time series – Objectives of time series analysis – Approaches to time series
analysis – Statistical techniques for analysing time series – Stationary time series – The time
plot – Transformations – Analysing series that contain a trend – Analysing series that contain
seasonal variation – Autocorrelation and the correlogram - Handling real data

Data analytics lifecycle overview:Key roles for a successful analytics project – Various phases
of data analytics life cycle – Discovery – Data preparation – Model planning – Model building –
Communicating the results - Operationalizing the results

Books of study

1. Christopher Chatfield “The analysis of Time series An Introduction (Sixth Edition) “
2. Data Science and Big Data Analytics by EMC Education Services, Wiley Publications
3. S. P. Gupta- “Statistical Methods”, Sultan Chand & Sons.
4. S C Gupta and V K Kapoor Fundamentals of Mathematical Statistics
5. Trevor Hastie, Robert Tibshirani, Jerome Friedman “ The elements of Statistical

Learning”

CA030102 - Introduction to Data Analytics and Machine Learning

Instructional hours /week : 4

Total instructional hours : 72

Credits : 4

Module 1: Introduction to Data Analytics



Introduction, Types of data, Quality of data, Data Preprocessing - Example applications - Data
collection and management, Sources of data, Data collection, Exploring and fixing data, Data
storage and management, Using multiple data sources, - Basic Statistical Descriptions of Data,
Descriptive Statistics -- Exploratory Data analysis- Measuring Data Similarity and
Dissimilarity- Graphical representation of data.

Module 2: Foundations of Learning

Components of learning – learning versus design-characteristics of machine learning – learning
models – types of learning – training versus testing- Features – error measures -Supervised,
Unsupervised and Reinforcement Learning.

Module 3: Supervised Learning

Regression: Linear Regression - Model representation for single variable, Single variable Cost
Function, Gradient Decent for Linear Regression, Multivariable model representation,
Multivariable cost function, Ridge Regression, Lasso Regression,

Classification: Logistic Regression - Problem of Overfitting, Regularization - Nearest neighbor
models -- Decision Trees – Support Vector Machine, Kernels- Model Validation Approaches

Module 4: Unsupervised Learning:

Clustering: K means – clustering around medoids – hierarchical clustering – Ensemble learning
- bagging and random forests – boosting -- Dimensionality reduction -- Principal Component
Analysis, Linear Discriminant Analysis

Module 5: Artificial Neural Networks

Biological Neurons, Neural Networks Model representation, Intuition for Neural Networks,
Multiclass classification, Cost Function, Back Propagation Algorithm, Weights initialization,
Neural Network Training

Reference Books:

1. Han, Jiawei, Jian Pei, and Micheline Kamber, “Data mining: concepts and techniques”, 3 rd
Edition, Elsevier, 2011.

2. T. M. Mitchell, “Machine Learning”, McGraw Hill, 2017.
3. K. P. Murphy, “Machine Learning: A probabilistic perspective”, MIT Press, 2012.
4. Machine Learning, Tom M. Mitchell
5. Building Machine Learning Systems with Python, Richert & Coelho
6. Yoshua Bengio, “Learning Deep Architectures for AI”, Now Publishers Inc (2009)

CA030103 – ADVANCED OPERATING SYSTEMS

Instructional hours /week : 3



Total instructional hours : 54

Credits : 3

Module 1

Computer system architecture – single processor systems, multiprocessor systems, clustered
systems. Operating system operations - dual mode and multimode operation. Process
management, Memory management, Storage management. Computing Environments-
Traditional computing, Mobile computing, Distributed systems, Client Server computing,
Peer-to-Peer computing, Virtualization, Cloud computing, Real-time embedded systems.

System structures - Operating system services, System calls, Types of system calls, Operating
system structure-Simple structure, Layered approach, Microkernals , Modules, Hybrid systems.

Module 2

Process management - Process concept - Process state, PCB, Process Scheduling -Scheduling
queues, Schedulers, Context switch, Operations on processes - creation, termination,
Interprocess Communication- Shared memory systems , Message Passing systems.

Multithreaded Programming - Overview, Multithreading Models.

Process Scheduling – Basic Concepts, Scheduling criteria , Scheduling algorithms- FCFS, SJF,
Priority scheduling, RR scheduling, Multilevel queue scheduling, Multilevel Feedback queue
scheduling,

Module 3

Process Synchronization - The critical section problem- Peterson’s Solution, Synchronization
hardware, Mutex Locks, Semaphores, Monitors, Monitor usage

Deadlocks – System model, Deadlock characterisation, Methods for handling deadlocks,
Deadlock prevention, Deadlock avoidance, Deadlock detection, Recovery from deadlock.

Module 4

Memory management- Memory management strategies - Basic hardware, Address binding,
Logical Vs Physical address space, Dynamic loading, Dynamic linking and shared libraries ,
Swapping ,Contiguous memory allocation ,segmentation , Paging - Basic method , Hardware
support, Protection, Shared pages.

Virtual memory management :- Demand paging - Basic concepts, Performance of demand
paging, Page Replacement, Page Replacement algorithms - FIFO, Optimal page replacement,
LRU page replacement.



Module 5

Case study - The Linux System - Features, Advantages,Linux history , Design Principles,
Kernel Modules, Process Management, Scheduling - Process Scheduling, Real-time Scheduling
, Virtual Memory , File Systems, Interprocess Communication, Security .

Various types of shells available in Linux - Comparison between various shells - Linux
Commands for files and directories - cd, ls, cp ,rm, mkdir, rmdir, pwd, file, more, less . Creating
and viewing files using cat.

Reference Text

1. Abraham Silberschatz, Galvin, Gange, Operating Ssystem Concepts, 9th Edition, Wiley
Publishers.

2. Milan kovic, Operating Systems, Second Edition.
3. Official Red hat Linux Users Guide- Red hat, Wiley Dreamtech India.
4. Christopher Negus, Red Hat Linux Bible - 2005 Edition,Wiley Dreamtech India.
5. Yeswant Kanethkar, Unix Shell Programming,First Edition, BPB .

CA030104 - Data Structures Using C

Instructional hours /week : 3

Total instructional hours : 54

Credits : 3

Module 1

Introduction: Variables, Data types, Conditional and Loop Structures, Pointers. Static and
dynamic memory allocation. Dynamic memory allocation and pointers, Memory allocation
operators in C- malloc(), calloc(), free() and realloc(). User defined data types in C. Recursion,
Recursive functions in C.

Concept of data structures, classification of data structures, Primitive and Non-primitive,
Operations on data structures.

Introduction to algorithms, Performance analysis-Space complexity, Time complexity,
Amortised complexity, asymptotic notations, Performance measurement.

Module 2



Arrays: Organization, Representation and implementation of arrays, examples. Implementation
of Stacks and Queues, Circular Queues, Priority Queues, Double ended queues, Applications of
stacks and queues.

Sorting and Searching techniques: Linear and Binary search, Selection sort, Merge sort, Simple
insertion sort, Quick sort, Shell sort, Radix sort.

Module 3

Lists: Representation and implementation of singly linked list, Circular linked lists, doubly
linked list, Linked list representation of stacks and queues, examples.

Dynamic storage management. Boundary tag system. Garbage collection and compaction.

Module 4

Trees: Representation and Implementation, Binary trees, insertion and deletion of nodes in
binary tree, binary tree traversals, Binary search trees, Threaded Binary trees, Balanced trees
(AVL trees), B- trees- Insertion and Deletion of nodes, Tree search

Module 5

Graphs: Directed Graphs, Shortest Path Problem, Undirected Graph, Spanning Trees,
Techniques for graphs –Breadth First Search (BFS) and traversal, Depth First Search (DFS) and
traversal

Hashing: Static hashing, hash tables, hash functions, overflow handling.

Reference Text

1. Ellis Horowitz, Sahni, Anderson-Freed, Fundamentals of Data Structures in C, Galgotia
Publications
2. G S Baluja, Data structures Through C, Pearson
3. Aaron M. Tanenbaum, Data Structures Using C, Prentice Hall International
4. Ashok N. Kamthane, Introduction to data structures in C, Pearson

CA030105 - Python Programming for Analytics

Instructional hours /week : 3

Total instructional hours : 54

Credits : 3

Module 1

Structure of Python Program, Underlying mechanism of Module Execution-Branching and
Looping-Problem Solving Using Branches and Loops-Functions – Lists and Mutability-
Problem Solving Using Lists and Functions. Sequences, Mapping and Sets- Dictionaries-



-Classes: Classes and Instances-Inheritance Exception Handling-Introduction to Regular
Expressions using ’re’ module.

Module 2

The NumPy Library, Ndarray,Basic Operations ,Indexing, Slicing, and Iterating, Conditions and
Boolean Arrays, Shape Manipulation, Array Manipulation,Structured Arrays, Reading and
Writing Array Data on Files The pandas Library—An Introduction, Introduction to pandas Data
Structures, Other Functionalities on Indexes, Operations between Data Structures, Function
Application and Mapping, Sorting and Ranking,.

Module 3

Introduction to Pandas Objects- Data indexing and Selection-Operating on Data in
Pandas-Handling Missing Data-Hierarchical Indexing – Combining Data Sets. Aggregation and
Grouping-Pivot TablesVectorized String Operations –Working with Time Series-High
Performance Pandas- and query ()

Module 4

Basic functions of matplotlib –Simple Line Plot, Scatter Plot-Density and Contour
Plots-Histograms, Binnings and Density-Customizing Plot Legends, Colour Bars- Three-
Dimensional Plotting in Matplotlib.

Module 5

Machine Learning with scikit-learn: The scikit-learn Library, Machine Learning :Supervised and
Unsupervised Learning , Training Set and Testing Set, Supervised Learning with scikit-learn.

Reference Text :

1. Jake Vander Plas ,Python Data Science Handbook – Essential Tools for Working with Data,
O‘Reilly Media,Inc, 2016

2. Zhang.Y. , An Introduction to Python and Computer Programming, Springer Publications,
2016

3. Fabio Nelli , “Python Data Analytics Data Analysis and Science Using Pandas, matplotlib,
and the Python Programming Language ”, Apress, 2015

4. Wes McKinney, (2017) Python for Data Analysis: Data Wrangling with Pandas, NumPy,
and Ipython, 2 nd Edition, O‘Reilly Media.

5. Haslwanter, T.(2015) An Introduction to Statistics with Python, Springer

CA030106 – Python & Data Structure Lab

Instructional hours /week : 8

Total instructional hours : 144



Credits : 3

Data Structures Using C

1. Array implementation – Insertion of new element into a specified position, Deletion of an
element from the specified position within the array

2. Stack implementation – PUSH, POP and Traverse
3. Queue implementation –Insertion, deletion and Traverse
4. Circular Queue implementation –Insertion, deletion and Traverse
5. Deque (Double ended queue) implementation –Insertion, deletion and Traverse
6. INFIX to POSTFIX Conversion
7. INFIX to PREFIX conversion
8. POSTFIX evaluation
9. Searching - Linear and Binary search using arrays
10. Sorting – Selection sort, Merge sort, Simple insertion sort, Quick sort, Shell sort, Radix

sort
11. Lists implementation - Singly linked list, Circular linked list, Doubly linked list
12. Dynamic array implementation- Linked list representation and implementation of stack

and queue operations
13. Creation of binary tree, counting no. of nodes and display the nodes in a tree
14. Searching a node in a binary tree
15. Insertion and deletion of nodes in a B-Tree
16. Graphs – Implementation of BFS and DFS

Python Programming Lab

1. Python syntax, functions, packages and libraries-
2. Types-Expressions
3. Variables-String Operations.
4. Python Data Structures: lists & Tuple –Sets -Dictionaries.
5. Programming Fundamentals: Conditions and Branching- Loops-Functions-Objects and

Classes
6. Importing Datasets: Understanding the Dataset
7. Importing and Exporting Data in Python
8. Introduction to python libraries: Numpy- Scikit- Pandas-Matplotlib.-
9. Data cleansing and pre-processing: Identify and Handle Missing Values
10. Data Formatting
11. Data Normalization Sets
12. Regression Models: Linear Regression (SLR & MLR)
13. Logistic Regression
14. Decision Tree
15. K Nearest Neighbor- Random Forest



16. Gradient Boosting algorithms: XGboost
17. Support Vector Machine
18. Clustering Techniques: K means clustering
19. Apriori algorithm.
20. Model Evaluation: Over-fitting, Under-fitting



SEMESTER II

Semest
er

Course Code Course Name
Type of
Course

Teaching
Hrs/Week Credit

Total
Credit

Theory Practical

II
CA030201

Mathematics for Data
Analytics Core 4 4

20

CA030202
Advanced Database
Management System Core 4 4

CA030203
Data Mining and
Analytics Core 3 3

CA030204
Programming with
Java Core 4 4

CA030205 Java & SQL Lab
Core Lab
II 8 3

CA030206 Mini Project I
Core Mini
Project I 2 2

CA030201 – Mathematics for Data Analytics

Instructional hours /week : 4

Total instructional hours : 72

Credits : 4

Module 1

Mathematical Logic: Propositional Calculus: Statements and notations, Connectives: negation,
conjunction, disjunction, statement formulas and truth tables, conditional and biconditional,
Well-formed formulas, tautologies, equivalence of formulas, tautological implication. Normal
forms: Disjunctive and conjunctive normal forms.
Predicate calculus: Predicates, statement functions, variables and quantifiers, predicate
formulas, free & bound variables, universe of discourse.

Module 2
Set Theory- Sets, Set operations, Functions, Sequences and Summations

Module 3



Linear Algebra: Matrices and their properties (determinants, traces, rank, nullity, etc.);
Eigenvalues and eigenvectors; Matrix factorizations; Inner products; Distance measures;
Projections; Notion of hyperplanes; half-planes.

Module 4
Optimization: Unconstrained optimization; Necessary and sufficiency conditions for optima;
Gradient descent methods; Constrained optimization, KKT conditions; Introduction to
non-gradient techniques; Introduction to least squares optimization; Optimization view of
machine learning.

Module 5
Fuzzy logic: Introduction, Crisp set an overview, Fuzzy sets basic types, Basic concepts,
Characteristics and significance of paradigm shift.

Reference Text

1. J.P. Tremblay & R Manohar- Discrete Mathematical Structures with Applications to
Computer Science ,Mc Graw Hill.
2. G. Strang (2016). Introduction to Linear Algebra, Wellesley-Cambridge Press, Fifth
edition, USA.
3. George J Klir & Bo Yuan- Fuzzy sets and Fuzzy logic Theory and applications, Prentice
hall of India.
4. David G. Luenberger (1969). Optimization by Vector Space Methods, John Wiley &
Sons (NY)
5. Kenneth H Rosen- Discrete Mathematics and its applications, Sixth Edition
6. Edwin K P Chong and Stanislaw H Zak, An introduction to optimization , 4th Edition ,
Wiley

CA030202—Advanced Database Management System

Instructional hours /week : 4

Total instructional hours : 72

Credits : 4

Module 1



Database, need for DBMS, users, DBMS architecture, data models, views of data, data
independence, database languages, Relational Model-Basic concepts, keys, integrity constraints,
ER model-basic concepts, ER diagram, weak entity set, ER to Relational, relationships,
generalization, aggregation, specialization

Module 2

Codd‘s rules, Relational model concepts , Relational algebra- Select, Project, Join, Relational
calculus-tuple relational calculus and domain relational calculus, Specifying constraints
management systems, Anomalies in a database, Functional dependencies, Normalization-First,
Second, Third, Boyce Codd normal forms, multi-valued dependency and Fourth normal form,
Join dependency and Fifth normal form.

Relational database query languages-Basics of SQL, Data definition in SQL- Data types,
Creation, Insertion, Viewing, Updation, Deletion of tables, Modifying the structure of the tables,
Renaming, Dropping of tables, Data constraints-I/O constraints, ALTER TABLE command.

Module 3

Database manipulation in SQL- Computations done on the table- Select command, Logical
operators, Range searching, Pattern matching, Grouping data from tables in SQL, GROUP BY,
HAVING clauses, Joins-Joining multiple tables, Joining tables to itself, DELETE, UPDATE,
Views-Creation, Renaming the column of a view, Destroys view- Program with SQL,
Security-locks, Types of locks, Levels of locks, Cursors - working with cursors, error handling,
Developing stored procedures,-Creation, Statement blocks, Conditional execution, Repeated
execution, Cursor-based repetition, Handling Error conditions, Implementing triggers, Creating
triggers, Multiple trigger interaction.

Module 4

Concept of transaction, ACID properties, serializability, states of transaction, Concurrency
control, Locking techniques, Time stamp based protocols, Granularity of data items, Deadlock,
Failure classifications, storage structure, Recovery & atomicity, Log base recovery, Recovery
with concurrent transactions, Database backup & recovery, Remote Backup System, Database
security issues

Module 5

Object Oriented Database Management Systems (OODBMS) - concepts, need for OODBMS,
composite objects, issues in OODBMSs, advantages and disadvantages of OODBMS.
Distributed databases - motivation - distributed database concepts, types of distribution,
architecture of distributed databases, the design of distributed databases, distributed
transactions, commit protocols for distributed databases

Reference Text



1. Elmasri and Navathe, Fundamentals of Database Systems, 5th Edition, Pearson
2. Abraham Silbersehatz, Henry F. Korth and S.Sudarshan, Database System Concepts, 6 th

Edition, Tata McGraw-Hill.
3. James R.Groff and Paul N. Weinberg The complte reference SQL Second edition,Tata

McGraw Hill



CA030203-- Data Mining and Analytics

Instructional hours /week : 3

Total instructional hours : 54

Credits : 3

Module 1

Introduction to Data mining, Data Mining Tasks, KDD process, Technologies for data mining,
Application areas of data mining, Major issues in Data Mining, Data objects and Attribute
types- Nominal, Binary, Ordinal and Numeric attributes, Measuring the central tendency- Mean,
Median and Mode. Data Warehouse.
Module 2
Data Preprocessing: Needs of Pre-processing the Data, Data Cleaning- Missing Values, Noisy
Data, Data Cleaning as a Process. Data Integration- Redundancy and correlation analysis, Data
Reduction- Attribute Subset Selection, Dimensionality Reduction, Numerosity Reduction, PCA.
Data Transformation strategies, Data transformation by Normalization, Discretization by
Binning, Histogram Analysis
Module 3
Association Analysis- Frequent patterns, Basic terminology in association analysis- Binary
representation, Itemset and support count, Association Rule, Support and Confidence, Frequent
Item set generation- The Apriori Algorithm, Generating Association Rules from Frequent
Itemsets, FP Growth algorithm, Pattern evaluation Methods. From Association Analysis to
Correlation Analysis, Constraint-Based Frequent pattern Mining, Metarule-Guided Mining of
Association Rules.
Module 4
Classification :- Basic concepts, General approach to classification, Decision Tree Induction,
Basic Decision Tree algorithm, Attribute Selection Measures- Information Gain, Gain Ratio,
Gini Index, Bayes Classification methods- Bayes‘ Theorem, Naïve Bayesian Classification,
Rule-based Classification - Using IF-THEN Rules for Classification, Rule Extraction from a
Decision Tree, Rule Induction Using a Sequential Covering Algorithm. Metrics for evaluating
classifier performance, Cross validation. Classification by Back propagation- A Multilayer
Feed-Forward Neural Network, Defining a Network Topology, Backpropagation.

Module 5
Cluster Analysis: Introduction, Basic Clustering methods- Partitioning methods- k-Means and
k-Medoid. Hierarchical Methods - Agglomerative and Divisive Hierarchical Clustering.
Density Based Methods - DBSCAN, OPTICS, DENCLUE. Grid Based- STING, CLIQUE,
Outlier Analysis- what are outliers, Types of outliers, Outlier detection methods.
Reference Text



1. Jiawei Han & Micheline Kamber , Data Mining, Concepts and Techniques, , 3rd Edition.
2. Pang Ning Tan, Michael Steinbach and Vipin Kumar, Introduction to Data Mining, Pearson

India Education Services
3. Arun K Pujari, Data Mining Techniques, , University Press
4. Sam Anahory & Dennis Murray, Data Warehousing in the Real World, Pearson Education,

Asia.
5. Paulraj Ponnaiah, Data Warehousing Fundamentals, Wiley Student Edition

CA030204 - Programming with Java

Instructional hours /week : 4

Total instructional hours : 72

Credits : 4

Module 1: Object Oriented Programming Concepts and Basics of Java.

Java Programming Environment – JDK, Java Virtual Machine, Bytecode, Features of Java
Flow Control Statements – Conditional Statements, Iteration Statements, Jump Statements
Arrays –One Dimensional Array, Multi-dimensional Array , Object Oriented Programming
Concepts- ( Objects and Classes, Encapsulation, Inheritance, Polymorphism) , Type of
Inheritance , Method Overloading, Method Overriding, Dynamic Method Despatch

Module 2: Input/Output Handling

Constructors- Constructor Overloading , this, super, final, abstract and static Keywords,
Interfaces- Defining an Interface, Implementing Interface, Extending Interfaces. String - String
Handling Fundamentals, Comparison of String and StringBuffer Class, Special String
Operations- Character Extraction, String Comparison, Searching String, Modifying a String,
String Copy ,Input and Output Streams – Byte Stream , Character Stream

Module 3: Packages; Exception Handling and Thread

Packages – Defining Packages, Built in Packages (java.lang, java.util, java.io, java.net,
javax.swing), Importing Packages, Implementation of User Defined Packages, Access
Protection in Java, Exception Handling - try, catch, throw, throws and finally Statements, Java’s
Built-in Exceptions, Creating User Defined Exceptions. Threads- Thread Lifecycle, Thread
Priorities, The Thread Class, Runnable Interface, Creating a Thread – Implementing Runnable,
Extending Thread, Inter Thread Communication, Suspending Resuming and Stopping Threads.

Module 4: GUI Programming

Basic Event Handling – Delegation Event Model, Important Event Classes And Listener
Interfaces, Handling Mouse and Keyboard Events, Adapter Classes, Swing -Window
Fundamentals – Class Hierarchy, Frame, Creating a Simple Window Based Application,
ImageIcon, JLabel, JTextField, JTextArea, JButton, JCheckBox, JRadioButton, JList,



JComboBox, JTable, JTabbedPane, JScrollPane, Layout Management – The FlowLayout,
BorderLayout, GridLayout, CardLayout

Module 5: File, Database and RMI

File Management - Reading and Writing Files (FileInputStream and FileOutputStream Classes),
JDBC – Components of JDBC, JDBC architecture, various kinds of JDBC drivers, The
Structured Query Language, The Connection Interface, The Statement Interface, The
PreparedStatement Interface, Scrollable and Updatable ResultSets, RowSets, Transactions.
Remote Method Invocation (RMI) – Client Server Application using RMI.

Reference Text

1. Herbert Schildt Java 2 The Complete Reference, Tata McGraw Hill (5th Edn.)
2. DT Editorial Services, Java 8 Programming Black Book, Dreamtech Press.
3. James. P. Cohoon, Programming java 5.0, Jack. W. Davison (Tata McGraw Hill)
4. C Thomas Wu, An introduction to Object Oriented Programming with Java, , Tata
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CA030205 –Java & SQL Lab

Instructional hours /week : 8

Total instructional hours : 144

Credits : 3

Advanced Java Programming

1. Basic Concepts and File Handling
1.1. Inheritance, Polymorphism
1.2. Constructors
1.3. Interface
1.4. Package
1.5. One Dimensional and Two Dimensional Array Manipulation
1.6. String Handling (Character Extraction, String Comparison, Searching String, Modifying
a String, String Copy)
1.7. Exception (Built-in and User Defined)
1.8. Thread (Using Runnable Interface and Thread Class)
1.9. File management (File reading, Writing, Appending and Content Replacing)



2. GUI, Database and RMI
2.1. Event Handling (Keyboard and Mouse Events)
2.2. Working with Swing ( ImageIcon, JTextField, JTextArea, JButton, JCheckBox,
JRadioButton, JComboBox, JList, JTable)
2.3. Layout Management (The FlowLayout, BorderLayout, GridLayout, CardLayout)
2.4. Simple Programs of Database Connectivity
2.5. Demo Client Server Application using RMI

SQL

1. Creating database tables and using data types (create table, modify table, drop table).
2. Data Manipulation (adding data with INSERT, modify data with UPDATE, deleting
3. records with DELETE).
4. Implementing the Constraints (NULL and NOT NULL, primary key and foreign key

Constraint, unique, check and default constraint).
5. Retrieving Data Using SELECT (simple SELECT, WHERE, IN, BETWEEN,

ORDERED BY, DISTINCT and GROUP BY).
6. Aggregate Functions (AVG, COUNT, MAX, MIN, SUM).
7. String functions.
8. Date and Time Functions.
9. Use of union, intersection, set difference.
10. Implement Nested Queries & JOIN operation.
11. Performing different operations on a view.
12. Stored Procedure Programming – Simple Procedures – decision making – Loops – Error

handlers – Cursors – Functions - Triggers – Calling Stored Procedure from Triggers.

CA030206 Mini Project I

Instructional hours /week : 2

Total instructional hours : 36

Credits : 2

Mini Project aims at giving students hands-on experience in applying the programming
knowledge in python to solve a real-world situation/problem using techniques in Data mining
and Machine learning. Students must take up individual project. Evaluation of the project is
internal.


